VECTOR-VALUED FUNCTIONS AND MOTION IN SPACE

OVERVIEW When a body (or object) travels through space, the equations \( x = f(t), \ y = g(t), \) and \( z = h(t) \) that give the body’s coordinates as functions of time serve as parametric equations for the body’s motion and path. With vector notation, we can condense these into a single equation \( \mathbf{r}(t) = f(t)\mathbf{i} + g(t)\mathbf{j} + h(t)\mathbf{k} \) that gives the body’s position as a vector function of time. For an object moving in the \( xy \)-plane, the component function \( h(t) \) is zero for all time (that is, identically zero).

In this chapter, we use calculus to study the paths, velocities, and accelerations of moving bodies. As we go along, we will see how our work answers the standard questions about the paths and motions of projectiles, planets, and satellites. In the final section, we use our new vector calculus to derive Kepler’s laws of planetary motion from Newton’s laws of motion and gravitation.

13.1 Vector Functions

When a particle moves through space during a time interval \( I \), we think of the particle’s coordinates as functions defined on \( I \):

\[
x = f(t), \quad y = g(t), \quad z = h(t), \quad t \in I.
\]

The points \( (x, y, z) = (f(t), g(t), h(t)), \ t \in I, \) make up the curve in space that we call the particle’s path. The equations and interval in Equation (1) parametrize the curve. A curve in space can also be represented in vector form. The vector

\[
\mathbf{r}(t) = \overline{OP} = f(t)\mathbf{i} + g(t)\mathbf{j} + h(t)\mathbf{k}
\]

from the origin to the particle’s position \( P(f(t), g(t), h(t)) \) at time \( t \) is the particle’s position vector (Figure 13.1). The functions \( f, g, \) and \( h \) are the component functions (components) of the position vector. We think of the particle’s path as the curve traced by \( \mathbf{r} \) during the time interval \( I \). Figure 13.2 displays several space curves generated by a computer graphing program. It would not be easy to plot these curves by hand.

Equation (2) defines \( \mathbf{r} \) as a vector function of the real variable \( t \) on the interval \( I \). More generally, a vector function or vector-valued function on a domain set \( D \) is a rule that assigns a vector in space to each element in \( D \). For now, the domains will be intervals of real numbers resulting in a space curve. Later, in Chapter 16, the domains will be regions
We refer to real-valued functions as scalar functions to distinguish them from vector functions. The components of \( \mathbf{r} \) are scalar functions of \( t \). When we define a vector-valued function by giving its component functions, we assume the vector function’s domain to be the common domain of the components.

**EXAMPLE 1** Graphing a Helix

Graph the vector function

\[
\mathbf{r}(t) = (\cos 3t)\mathbf{i} + (\sin 3t)\mathbf{j} + t\mathbf{k}.
\]

**Solution** The vector function

\[
\mathbf{r}(t) = (\cos t)\mathbf{i} + (\sin t)\mathbf{j} + t\mathbf{k}
\]

is defined for all real values of \( t \). The curve traced by \( \mathbf{r} \) is a helix (from an old Greek word for “spiral”) that winds around the circular cylinder \( x^2 + y^2 = 1 \) (Figure 13.3). The curve lies on the cylinder because the \( \mathbf{i} \) and \( \mathbf{j} \)-components of \( \mathbf{r} \), being the \( x \)- and \( y \)-coordinates of the tip of \( \mathbf{r} \), satisfy the cylinder’s equation:

\[
x^2 + y^2 = (\cos t)^2 + (\sin t)^2 = 1.
\]

The curve rises as the \( \mathbf{k} \)-component \( z = t \) increases. Each time \( t \) increases by \( 2\pi \), the curve completes one turn around the cylinder. The equations

\[
x = \cos t, \quad y = \sin t, \quad z = t
\]

parametrize the helix, the interval \(-\infty < t < \infty \) being understood. You will find more helices in Figure 13.4.

---

**FIGURE 13.2** Computer-generated space curves are defined by the position vectors \( \mathbf{r}(t) \).

**FIGURE 13.3** The upper half of the helix \( \mathbf{r}(t) = (\cos t)\mathbf{i} + (\sin t)\mathbf{j} + t\mathbf{k} \) (Example 1).
Limits and Continuity

The way we define limits of vector-valued functions is similar to the way we define limits of real-valued functions.

**DEFINITION Limit of Vector Functions**

Let \( r(t) = f(t)i + g(t)j + h(t)k \) be a vector function and \( L \) a vector. We say that \( r \) has limit \( L \) as \( t \) approaches \( t_0 \) and write

\[
\lim_{t \to t_0} r(t) = L
\]

if, for every number \( \epsilon > 0 \), there exists a corresponding number \( \delta > 0 \) such that for all \( t \)

\[
0 < |t - t_0| < \delta \quad \Rightarrow \quad |r(t) - L| < \epsilon.
\]

If \( L = L_1i + L_2j + L_3k \), then \( \lim_{t \to t_0} r(t) = L \) precisely when

\[
\lim_{t \to t_0} f(t) = L_1, \quad \lim_{t \to t_0} g(t) = L_2, \quad \text{and} \quad \lim_{t \to t_0} h(t) = L_3.
\]

The equation

\[
\lim_{t \to t_0} r(t) = \left( \lim_{t \to t_0} f(t) \right) i + \left( \lim_{t \to t_0} g(t) \right) j + \left( \lim_{t \to t_0} h(t) \right) k
\]

provides a practical way to calculate limits of vector functions.

**EXAMPLE 2** Finding Limits of Vector Functions

If \( r(t) = (\cos t)i + (\sin t)j + tk \), then

\[
\lim_{t \to \pi/4} r(t) = \left( \lim_{t \to \pi/4} \cos t \right) i + \left( \lim_{t \to \pi/4} \sin t \right) j + \left( \lim_{t \to \pi/4} t \right) k
\]

\[
= \frac{\sqrt{2}}{2} i + \frac{\sqrt{2}}{2} j + \frac{\pi}{4} k.
\]

We define continuity for vector functions the same way we define continuity for scalar functions.
In the limit, the vector becomes the tangent vector to the curve at the point.

**DEFINITION Continuous at a Point**

A vector function \( \mathbf{r}(t) \) is **continuous at a point** \( t = t_0 \) in its domain if

\[
\lim_{t \to t_0} \mathbf{r}(t) = \mathbf{r}(t_0).
\]

The function is **continuous** if it is continuous at every point in its domain.

From Equation (3), we see that \( \mathbf{r}(t) \) is continuous at \( t = t_0 \) if and only if each component function is continuous there.

**EXAMPLE 3 Continuity of Space Curves**

(a) All the space curves shown in Figures 13.2 and 13.4 are continuous because their component functions are continuous at every value of \( t \) in \((-\infty, \infty)\).

(b) The function

\[
\mathbf{g}(t) = (\cos t)\mathbf{i} + (\sin t)\mathbf{j} + \lfloor t \rfloor \mathbf{k}
\]

is discontinuous at every integer, where the greatest integer function \( \lfloor t \rfloor \) is discontinuous.

**Derivatives and Motion**

Suppose that \( \mathbf{r}(t) = f(t)\mathbf{i} + g(t)\mathbf{j} + h(t)\mathbf{k} \) is the position vector of a particle moving along a curve in space and that \( f, g, \) and \( h \) are differentiable functions of \( t \). Then the difference between the particle’s positions at time \( t \) and time \( t + \Delta t \) is

\[
\Delta \mathbf{r} = \mathbf{r}(t + \Delta t) - \mathbf{r}(t)
\]

(Figure 13.5a). In terms of components,

\[
\Delta \mathbf{r} = \mathbf{r}(t + \Delta t) - \mathbf{r}(t)
\]

\[
= [f(t + \Delta t)\mathbf{i} + g(t + \Delta t)\mathbf{j} + h(t + \Delta t)\mathbf{k}] - [f(t)\mathbf{i} + g(t)\mathbf{j} + h(t)\mathbf{k}]
\]

\[
= [f(t + \Delta t) - f(t)]\mathbf{i} + [g(t + \Delta t) - g(t)]\mathbf{j} + [h(t + \Delta t) - h(t)]\mathbf{k}.
\]

As \( \Delta t \) approaches zero, three things seem to happen simultaneously. First, \( \Delta \mathbf{r} \) approaches \( \mathbf{r}(t) \) along the curve. Second, the secant line \( \overline{PQ} \) approaches the limiting position tangent to the curve at \( P \). Third, the quotient \( \Delta \mathbf{r}/\Delta t \) (Figure 13.5b) approaches the limit

\[
\lim_{\Delta t \to 0} \frac{\Delta \mathbf{r}}{\Delta t} = \left[ \lim_{\Delta t \to 0} \frac{f(t + \Delta t) - f(t)}{\Delta t} \right] \mathbf{i} + \left[ \lim_{\Delta t \to 0} \frac{g(t + \Delta t) - g(t)}{\Delta t} \right] \mathbf{j}
\]

\[
+ \left[ \lim_{\Delta t \to 0} \frac{h(t + \Delta t) - h(t)}{\Delta t} \right] \mathbf{k}
\]

\[
= \left[ \frac{df}{dt} \right] \mathbf{i} + \left[ \frac{dg}{dt} \right] \mathbf{j} + \left[ \frac{dh}{dt} \right] \mathbf{k}.
\]

We are therefore led by past experience to the following definition.
DEFINITION Derivative

The vector function \( \mathbf{r}(t) = f(t) \mathbf{i} + g(t) \mathbf{j} + h(t) \mathbf{k} \) has a derivative (is differentiable) at \( t \) if \( f, g, \) and \( h \) have derivatives at \( t \). The derivative is the vector function

\[
\mathbf{r}'(t) = \frac{d\mathbf{r}}{dt} = \lim_{\Delta t \to 0} \frac{\mathbf{r}(t + \Delta t) - \mathbf{r}(t)}{\Delta t} = \frac{df}{dt} \mathbf{i} + \frac{dg}{dt} \mathbf{j} + \frac{dh}{dt} \mathbf{k}.
\]

A vector function \( \mathbf{r} \) is differentiable if it is differentiable at every point of its domain. The curve traced by \( \mathbf{r} \) is smooth if \( dr/dt \) is continuous and never 0, that is, if \( f, g, \) and \( h \) have continuous first derivatives that are not simultaneously 0.

The geometric significance of the definition of derivative is shown in Figure 13.5. The points \( P \) and \( Q \) have position vectors \( \mathbf{r}(t) \) and \( \mathbf{r}(t + \Delta t) \), and the vector \( \overrightarrow{PQ} \) is represented by \( \mathbf{r}(t + \Delta t) - \mathbf{r}(t) \). For \( \Delta t > 0 \), the scalar multiple \( (1/\Delta t)(\mathbf{r}(t + \Delta t) - \mathbf{r}(t)) \) points in the same direction as the vector \( \overrightarrow{PQ} \). As \( \Delta t \to 0 \), this vector approaches a vector that is tangent to the curve at \( P \) (Figure 13.5b). The vector \( \mathbf{r}'(t) \), when different from \( 0 \), is defined to be the vector tangent to the curve at \( P \). The tangent line to the curve at a point \( (f(t_0), g(t_0), h(t_0)) \) is defined to be the line through the point parallel to \( \mathbf{r}'(t_0) \). We require \( dr/dt \neq 0 \) for a smooth curve to make sure the curve has a continuously turning tangent at each point. On a smooth curve, there are no sharp corners or cusps.

A curve that is made up of a finite number of smooth curves pieced together in a continuous fashion is called piecewise smooth (Figure 13.6).

Look once again at Figure 13.5. We drew the figure for \( \Delta t \) positive, so \( \Delta \mathbf{r} \) points forward, in the direction of the motion. The vector \( \Delta \mathbf{r}/\Delta t \), having the same direction as \( \Delta \mathbf{r} \), points forward too. Had \( \Delta t \) been negative, \( \Delta \mathbf{r} \) would have pointed backward, against the direction of motion. The quotient \( \Delta \mathbf{r}/\Delta t \), however, being a negative scalar multiple of \( \Delta \mathbf{r} \), would once again have pointed forward. No matter how \( \Delta \mathbf{r} \) points, \( \Delta \mathbf{r}/\Delta t \) points forward and we expect the vector \( dr/dt = \lim_{\Delta t \to 0} \Delta \mathbf{r}/\Delta t \), when different from 0, to do the same. This means that the derivative \( dr/dt \) is just what we want for modeling a particle’s velocity. It points in the direction of motion and gives the rate of change of position with respect to time. For a smooth curve, the velocity is never zero; the particle does not stop or reverse direction.

DEFINITIONS Velocity, Direction, Speed, Acceleration

If \( \mathbf{r} \) is the position vector of a particle moving along a smooth curve in space, then

\[ v(t) = \frac{d\mathbf{r}}{dt} \]

is the particle’s velocity vector, tangent to the curve. At any time \( t \), the direction of \( v \) is the direction of motion, the magnitude of \( v \) is the particle’s speed, and the derivative \( a = dv/dt \), when it exists, is the particle’s acceleration vector. In summary,

1. Velocity is the derivative of position: \( v = \frac{d\mathbf{r}}{dt} \).
2. Speed is the magnitude of velocity: \( \text{Speed} = |v| \).
3. Acceleration is the derivative of velocity: \( a = \frac{dv}{dt} = \frac{d^2\mathbf{r}}{dt^2} \).
4. The unit vector \( v/|v| \) is the direction of motion at time \( t \).
We can express the velocity of a moving particle as the product of its speed and direction:

\[ \text{Velocity} = |v| \left( \frac{v}{|v|} \right) = \text{(speed)(direction)}. \]

In Section 12.5, Example 4 we found this expression for velocity useful in locating, for example, the position of a helicopter moving along a straight line in space. Now let’s look at an example of an object moving along a (nonlinear) space curve.

**EXAMPLE 4**  Flight of a Hang Glider

A person on a hang glider is spiraling upward due to rapidly rising air on a path having position vector \( \mathbf{r}(t) = (3 \cos t) \mathbf{i} + (3 \sin t) \mathbf{j} + t^2 \mathbf{k} \). The path is similar to that of a helix (although it’s not a helix, as you will see in Section 13.4) and is shown in Figure 13.7 for \( 0 \leq t \leq 4\pi \). Find

(a) the velocity and acceleration vectors,
(b) the glider’s speed at any time \( t \),
(c) the times, if any, when the glider’s acceleration is orthogonal to its velocity.

**Solution**

(a) \( \mathbf{r} = (3 \cos t) \mathbf{i} + (3 \sin t) \mathbf{j} + t^2 \mathbf{k} \)

\[ \mathbf{v} = \frac{d\mathbf{r}}{dt} = -(3 \sin t) \mathbf{i} + (3 \cos t) \mathbf{j} + 2t \mathbf{k} \]

\[ \mathbf{a} = \frac{d^2\mathbf{r}}{dt^2} = -(3 \cos t) \mathbf{i} - (3 \sin t) \mathbf{j} + 2 \mathbf{k} \]

(b) Speed is the magnitude of \( \mathbf{v} \):

\[
|\mathbf{v}(t)| = \sqrt{(-3 \sin t)^2 + (3 \cos t)^2 + (2t)^2} = \sqrt{9 \sin^2 t + 9 \cos^2 t + 4t^2} = \sqrt{9 + 4t^2}.
\]

The glider is moving faster and faster as it rises along its path.

(c) To find the times when \( \mathbf{v} \) and \( \mathbf{a} \) are orthogonal, we look for values of \( t \) for which

\[ \mathbf{v} \cdot \mathbf{a} = 9 t \cos t \cos t - 9 \cos t \sin t + 4t = 4t = 0. \]

Thus, the only time the acceleration vector is orthogonal to \( \mathbf{v} \) is when \( t = 0 \). We study acceleration for motions along paths in more detail in Section 13.5. There we discover how the acceleration vector reveals the curving nature and tendency of the path to “twist” out of a certain plane containing the velocity vector.

**Differentiation Rules**

Because the derivatives of vector functions may be computed component by component, the rules for differentiating vector functions have the same form as the rules for differentiating scalar functions.
**Differentiation Rules for Vector Functions**

Let \( \mathbf{u} \) and \( \mathbf{v} \) be differentiable vector functions of \( t \), \( C \) a constant vector, \( c \) any scalar, and \( f \) any differentiable scalar function.

1. **Constant Function Rule**: \[ \frac{d}{dt} C = 0 \]

2. **Scalar Multiple Rules**: \[ \frac{d}{dt} [c\mathbf{u}(t)] = c\mathbf{u}'(t) \]
   \[ \frac{d}{dt} [f(t)\mathbf{u}(t)] = f'(t)\mathbf{u}(t) + f(t)\mathbf{u}'(t) \]

3. **Sum Rule**: \[ \frac{d}{dt} [\mathbf{u}(t) + \mathbf{v}(t)] = \mathbf{u}'(t) + \mathbf{v}'(t) \]

4. **Difference Rule**: \[ \frac{d}{dt} [\mathbf{u}(t) - \mathbf{v}(t)] = \mathbf{u}'(t) - \mathbf{v}'(t) \]

5. **Dot Product Rule**: \[ \frac{d}{dt} [\mathbf{u}(t) \cdot \mathbf{v}(t)] = \mathbf{u}'(t) \cdot \mathbf{v}(t) + \mathbf{u}(t) \cdot \mathbf{v}'(t) \]

6. **Cross Product Rule**: \[ \frac{d}{dt} [\mathbf{u}(t) \times \mathbf{v}(t)] = \mathbf{u}'(t) \times \mathbf{v}(t) + \mathbf{u}(t) \times \mathbf{v}'(t) \]

7. **Chain Rule**: \[ \frac{d}{dt} [f(t)] = f'(t)\mathbf{u}'(f(t)) \]

We will prove the product rules and Chain Rule but leave the rules for constants, scalar multiples, sums, and differences as exercises.

**Proof of the Dot Product Rule** Suppose that

\[ \mathbf{u} = u_1(t)\mathbf{i} + u_2(t)\mathbf{j} + u_3(t)\mathbf{k} \]

and

\[ \mathbf{v} = v_1(t)\mathbf{i} + v_2(t)\mathbf{j} + v_3(t)\mathbf{k}. \]

Then

\[ \frac{d}{dt} (\mathbf{u} \cdot \mathbf{v}) = \frac{d}{dt} (u_1v_1 + u_2v_2 + u_3v_3) \]

\[ = u_1'v_1 + u_2'v_2 + u_3'v_3 + u_1v_1' + u_2v_2' + u_3v_3'. \]

\[ \frac{u'}{u} \cdot \frac{v'}{v} \]

**Proof of the Cross Product Rule** We model the proof after the proof of the Product Rule for scalar functions. According to the definition of derivative,

\[ \frac{d}{dt} (\mathbf{u} \times \mathbf{v}) = \lim_{h \to 0} \frac{\mathbf{u}(t + h) \times \mathbf{v}(t + h) - \mathbf{u}(t) \times \mathbf{v}(t)}{h}. \]
To change this fraction into an equivalent one that contains the difference quotients for the derivatives of \( u \) and \( v \), we subtract and add \( u(t) \times v(t+h) \) in the numerator. Then

\[
\frac{d}{dt}(u \times v) = \lim_{h \to 0} \frac{u(t+h) \times v(t+h) - u(t) \times v(t+h) + u(t) \times v(t+h) - u(t) \times v(t)}{h}
\]

\[
= \lim_{h \to 0} \frac{\left[ u(t+h) - u(t) \right] \times v(t+h) + u(t) \times \left[ v(t+h) - v(t) \right]}{h}
\]

\[
= \lim_{h \to 0} \frac{u(t+h) - u(t)}{h} \times \lim_{h \to 0} v(t+h) + \lim_{h \to 0} u(t) \times \lim_{h \to 0} \frac{v(t+h) - v(t)}{h}.
\]

The last of these equalities holds because the limit of the cross product of two vector functions is the cross product of their limits if the latter exist (Exercise 52). As \( h \) approaches zero, \( v(t+h) \) approaches \( v(t) \) because \( v \), being differentiable at \( t \), is continuous at \( t \) (Exercise 53). The two fractions approach the values of \( du/dt \) and \( dv/dt \) at \( t \). In short,

\[
\frac{d}{dt}(u \times v) = \frac{du}{dt} \times v + u \times \frac{dv}{dt}.
\]

**Proof of the Chain Rule** Suppose that \( u(s) = a(s)i + b(s)j + c(s)k \) is a differentiable vector function of \( s \) and that \( s = f(t) \) is a differentiable scalar function of \( t \). Then \( a, b, \) and \( c \) are differentiable functions of \( t \), and the Chain Rule for differentiable real-valued functions gives

\[
\frac{d}{dt}[u(s)] = \frac{da}{ds} i + \frac{db}{ds} j + \frac{dc}{ds} k
\]

\[
= \frac{ds}{dt} \left( \frac{da}{ds} i + \frac{db}{ds} j + \frac{dc}{ds} k \right)
\]

\[
= \frac{ds}{dt} \frac{d}{ds} u(s)
\]

\[
= f'(t) u'(f(t)).
\]

**Vector Functions of Constant Length**

When we track a particle moving on a sphere centered at the origin (Figure 13.8), the position vector has a constant length equal to the radius of the sphere. The velocity vector \( dr/dt \), tangent to the path of motion, is tangent to the sphere and hence perpendicular to \( r \). This is always the case for a differentiable vector function of constant length: The vector and its first derivative are orthogonal. With the length constant, the change in the function is a change in direction only, and direction changes take place at right angles. We can also obtain this result by direct calculation:

\[
r(t) \cdot r(t) = c^2 \quad |r(t)| = c \text{ is constant.}
\]

\[
\frac{d}{dt}[r(t) \cdot r(t)] = 0 \quad \text{Differentiate both sides.}
\]

\[
r'(t) \cdot r(t) + r(t) \cdot r'(t) = 0 \quad \text{Rule 5 with } r(t) = u(t) = v(t)
\]

\[
2r'(t) \cdot r(t) = 0.
\]
The vectors $\mathbf{r}'(t)$ and $\mathbf{r}(t)$ are orthogonal because their dot product is 0. In summary,

$$\mathbf{r} \cdot \frac{d\mathbf{r}}{dt} = 0. \quad (4)$$

We will use this observation repeatedly in Section 13.4.

**EXAMPLE 5** Supporting Equation (4)

Show that $\mathbf{r}(t) = (\sin t)i + (\cos t)j + \sqrt{3}k$ has constant length and is orthogonal to its derivative.

**Solution**

$$\mathbf{r}(t) = (\sin t)i + (\cos t)j + \sqrt{3}k$$

$$|\mathbf{r}(t)| = \sqrt{(\sin t)^2 + (\cos t)^2 + (\sqrt{3})^2} = \sqrt{1 + 3} = 2$$

$$\frac{d\mathbf{r}}{dt} = (\cos t)i - (\sin t)j$$

$$\mathbf{r} \cdot \frac{d\mathbf{r}}{dt} = \sin t \cos t - \sin t \cos t = 0$$

**Integrals of Vector Functions**

A differentiable vector function $\mathbf{R}(t)$ is an antiderivative of a vector function $\mathbf{r}(t)$ on an interval $I$ if $\frac{d\mathbf{R}}{dt} = \mathbf{r}$ at each point of $I$. If $\mathbf{R}$ is an antiderivative of $\mathbf{r}$ on $I$, it can be shown, working one component at a time, that every antiderivative of $\mathbf{r}$ on $I$ has the form $\mathbf{R} + \mathbf{C}$ for some constant vector $\mathbf{C}$ (Exercise 56). The set of all antiderivatives of $\mathbf{r}$ on $I$ is the indefinite integral of $\mathbf{r}$ on $I$.

**DEFINITION Indefinite Integral**

The indefinite integral of $\mathbf{r}$ with respect to $t$ is the set of all antiderivatives of $\mathbf{r}$, denoted by $\int \mathbf{r}(t) \, dt$. If $\mathbf{R}$ is any antiderivative of $\mathbf{r}$, then

$$\int \mathbf{r}(t) \, dt = \mathbf{R}(t) + \mathbf{C}.$$

The usual arithmetic rules for indefinite integrals apply.

**EXAMPLE 6** Finding Indefinite Integrals

$$\int ((\cos t)i + j - 2t k) \, dt = \left(\int \cos t \, dt\right)i + \left(\int dt\right)j - \left(\int 2t \, dt\right)k \quad (5)$$

$$= (\sin t + C_1)i + (t + C_2)j - (t^2 + C_3)k \quad (6)$$

$$= (\sin t)i + tj - t^2k + \mathbf{C} \quad \mathbf{C} = C_1i + C_2j - C_3k$$
13.1 Vector Functions

As in the integration of scalar functions, we recommend that you skip the steps in Equations (5) and (6) and go directly to the final form. Find an antiderivative for each component and add a constant vector at the end.

Definite integrals of vector functions are best defined in terms of components.

**DEFINITION** Definite Integral
If the components of \( \mathbf{r}(t) = f(t)\mathbf{i} + g(t)\mathbf{j} + h(t)\mathbf{k} \) are integrable over \([a, b]\), then so is \( \mathbf{r} \), and the **definite integral** of \( \mathbf{r} \) from \( a \) to \( b \) is

\[
\int_a^b \mathbf{r}(t) \, dt = \left( \int_a^b f(t) \, dt \right) \mathbf{i} + \left( \int_a^b g(t) \, dt \right) \mathbf{j} + \left( \int_a^b h(t) \, dt \right) \mathbf{k}.
\]

**EXAMPLE 7** Evaluating Definite Integrals

\[
\int_0^\pi (\cos t)\mathbf{i} + \mathbf{j} - 2t\mathbf{k} \, dt = \left( \int_0^\pi \cos t \, dt \right)\mathbf{i} + \left( \int_0^\pi \, dt \right)\mathbf{j} - \left( \int_0^\pi 2t \, dt \right)\mathbf{k}
\]

\[
= \left[ \sin t \right]_0^\pi \mathbf{i} + \left[ t \right]_0^\pi \mathbf{j} - \left[ t^2 \right]_0^\pi \mathbf{k}
\]

\[
= [0 - 0]\mathbf{i} + [\pi - 0]\mathbf{j} - [\pi^2 - 0^2]\mathbf{k}
\]

\[
= \pi\mathbf{j} - \pi^2\mathbf{k}.
\]

The Fundamental Theorem of Calculus for continuous vector functions says that

\[
\int_a^b \mathbf{r}(t) \, dt = \mathbf{R}(t) \bigg|_a^b = \mathbf{R}(b) - \mathbf{R}(a)
\]

where \( \mathbf{R} \) is any antiderivative of \( \mathbf{r} \), so that \( \mathbf{R}'(t) = \mathbf{r}(t) \) (Exercise 57).

**EXAMPLE 8** Revisiting the Flight of a Glider

Suppose that we did not know the path of the glider in Example 4, but only its acceleration vector \( \mathbf{a}(t) = -(3 \cos t)\mathbf{i} - (3 \sin t)\mathbf{j} + 2\mathbf{k} \). We also know that initially (at time \( t = 0 \)), the glider departed from the point \((3, 0, 0)\) with velocity \( \mathbf{v}(0) = 3\mathbf{j} \). Find the glider's position as a function of \( t \).

**Solution** Our goal is to find \( \mathbf{r}(t) \) knowing

The differential equation: \( \mathbf{a} = \frac{d^2 \mathbf{r}}{dt^2} = -(3 \cos t)\mathbf{i} - (3 \sin t)\mathbf{j} + 2\mathbf{k} \)

The initial conditions: \( \mathbf{v}(0) = 3\mathbf{j} \) and \( \mathbf{r}(0) = 3\mathbf{i} + 0\mathbf{j} + 0\mathbf{k} \).

Integrating both sides of the differential equation with respect to \( t \) gives

\( \mathbf{v}(t) = -(3 \sin t)\mathbf{i} + (3 \cos t)\mathbf{j} + 2t\mathbf{k} + \mathbf{C}_1 \).

We use \( \mathbf{v}(0) = 3\mathbf{j} \) to find \( \mathbf{C}_1 \):

\[
3\mathbf{j} = -(3 \sin 0)\mathbf{i} + (3 \cos 0)\mathbf{j} + (0)\mathbf{k} + \mathbf{C}_1
\]

\[
3\mathbf{j} = 3\mathbf{j} + \mathbf{C}_1
\]

\[
\mathbf{C}_1 = 0.
\]
The glider's velocity as a function of time is

$$\frac{dr}{dt} = v(t) = -(3 \sin t)i + (3 \cos t)j + 2t k.$$  

Integrating both sides of this last differential equation gives

$$r(t) = (3 \cos t)i + (3 \sin t)j + t^2 k + C_2.$$  

We then use the initial condition $r(0) = 3i$ to find $C_2$:

$$3i = (3 \cos 0)i + (3 \sin 0)j + (0^2)k + C_2$$

$$3i = 3i + (0)j + (0)k + C_2$$

$$C_2 = 0.$$  

The glider's position as a function of $t$ is

$$r(t) = (3 \cos t)i + (3 \sin t)j + t^2 k.$$  

This is the path of the glider we know from Example 4 and is shown in Figure 13.7.

**Note:** It was peculiar to this example that both of the constant vectors of integration, $C_1$ and $C_2$, turned out to be $0$. Exercises 31 and 32 give different results for these constants.